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Introduction

How much of the disease burden in a
population could be eliminated if the effects
of certain causal factors were eliminated
from the population? To address this ques-
tion, epidemiologists calculate the popula-
tion attributable fraction. As noted in a
recent editorial in the Journal, population
attributable fraction estimates can help
guide policymakers in planning public
health interventions.' Despite numerous arti-
cles on population attributable fraction esti-
mation, 2-7 errors in computation and inter-
pretation persist. In addition, in certain
settings, the value of a population attribut-
able fraction estimate may be questionable.
This commentary considers computational
and conceptual issues relevant to population
attributable fraction estimation that are
infrequently discussed elsewhere, with illus-
trations from the breast cancer literature.

Background

In 1953, Levin8 first proposed the con-
cept of population attributable fraction.
Since then, the phrases "population attribut-
able risk," "population attributable risk pro-
portion," "excess fraction," and "etiologic
fraction" have been used interchangeably to
refer to the proportion of disease risk in a
population that can be attributed to the
causal effects of a risk factor or set of fac-
tors. Greenland and Robins4 distinguish
between excess fraction (what epidemiolo-
gists usually estimate when they compute
"population attributable risk" or "popula-
tion attributable fraction") and etiologic
fraction, which is not estimable without
strong biologic assumptions. Our use of the
term "population attributable fraction" cor-
responds to Greenland and Robins' (popu-
lation) excess fraction.

The population attributable fraction is
most commonly defined as the proportional
reduction in average disease risk over a
specified time interval that would be
achieved by eliminating the exposure(s) of
interest from the population while distribu-
tions of other risk factors in the population
remain unchanged. This also can be inter-
preted as the proportion of disease cases
over a specified time that would be pre-
vented following elimination of the expo-
sures, assuming the exposures are causal.

While population attributable fractions
usually are estimated for single risk factors,
they also can be estimated for groups of
factors considered simultaneously. In this
situation, a population attributable fraction
estimates the proportional amount by which
disease risk would be reduced if all of the
factors were to be simultaneously elimi-
nated from the population. The exposed
group consists of those exposed to at least
one of the factors. A population attributable
fraction for a set of risk factors considered
simultaneously is sometimes termed a sum-
mary population attributable fraction.

The preceding definitions show that
the word "risk" in attributable risk is techni-
cally incorrect; it is more correct to speak of
proportion or fraction of risk. For this rea-
son, although the term "population attribut-
able risk" is most commonly used, terms
such as "population attributable risk propor-
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tion" and "population attributable fraction"
are more accurate.

Basic Computational Issues

The expression corresponding to the
preceding definition of population attribut-
able fraction can be written as

_P (D) - XCP (DIC, E ) P (C)
P (D)

where P(D) is the average probability of
disease in the population (containing both
exposed and unexposed individuals) over a
specified time interval and YCP (DIC, E)
P (C) represents the marginal conditional
probability of disease given no exposure,
averaged over strata of other risk factors or
confounders (C). Several formulas more
commonly seen than the preceding one are
used to estimate population attributable
fractions. Some of these formulas are valid
only under the assumption of no confound-
ing of the exposure-disease association.
Table 1 presents the most commonly seen
computational formulas and discusses the
limitations, if any, on the use of each for-
mula. Several authors have provided
derivations and detailed discussions of the
various formulas.i7'9

The Distributive Property ofthe
Population Attributable Fraction

A property of the population attribut-
able fraction that is not always appreciated
by epidemiologists is what Wacholder et al.
term the distributive property.9"0 A popula-
tion attributable fraction can be quan-
titatively partitioned, or distributed, into
exposure-category-specific attributable
fractions, which then sum to the population
attributable fraction. A category-specific
attributable fraction is the fraction of total
disease risk in the population that would be
eliminated if persons in only that specific
exposure category were to be shifted to the
unexposed group. When several risk factors
are being considered simultaneously, the
exposure categories arise from a complete
cross classification of the risk factors under
consideration.

A category-specific attributable frac-
tion is estimated as

pd (RR)
where RRi is the (adjusted) relative risk for
the ith exposure category (relative to the

unexposed stratum) and pdi represents the
proportion of total cases in the population
arising from the ith exposure category. The
category-specific attributable fraction for
the unexposed group (i = 0) is 0, since the
RRi is 1.0 by definition. The sum of the cat-
egory-specific attributable fractions is thus

pdi (
RR,

which can be simplified to

pdi
iRRi

(formula 5 in Table 1).
Important implications of the distribu-

tive property have been previously
noted.7"0' " The population attributable frac-
tion will increase with an increasingly
inclusive definition of exposure, provided
that each group added to the "exposed" seg-
ment has a relative risk greater than 1.0 (in
comparison with the remaining unexposed
group). However, there may be a loss of
precision with a broad exposure definition,
since the standard error of the population
attributable fraction increases as the propor-
tion of exposed cases and controls increases
above 0.50.1"2.3

Errors in Computation

Perhaps as a result of the proliferation
of computational formulas for population
attributable fractions, errors in estimation
are common. Probably the most common
error is the use of adjusted relative risks in
formula 3 (see Table 1).'4'9 The magnitude
of bias resulting from this error will depend
on the degree of confounding.

Another type of computational error
that is likely to involve more substantial
bias is illustrated in an article on poverty
and mortality in the United States.20 The
authors inappropriately used formula 3 (see
Table 1) to estimate a "weighted" popula-
tion attributable fraction across strata of a
third (nonexposure) variable; that is, they
misapplied the stratum reference in formula
3. As a result, the published estimates of the
fraction of all-cause US mortality attribut-
able to poverty were overestimated by
approximately a factor of three.

Conceptual Issues

Summing Population Attributable
Fraction Estimates

Some epidemiologists inappropriately
sum single risk factor population attribut-

able fraction estimates in an attempt to
derive the total fraction of disease risk
attributable to all of the factors. This strat-
egy is rarely appropriate and will almost
always yield a value larger than the cor-
rectly calculated summary population
attributable fraction for all of the factors
considered simultaneously. Walter'2 dis-
cusses the limited conditions under which
individual population attributable fractions
may be validly summed.

One corollary of the preceding discus-
sion is that it is possible, albeit counterintu-
itive, that a set of individual population
attributable fractions will sum to more than
1.0. An implication of the "multicausal"
model under which most epidemiologists
work is that a given case of disease can be
prevented by eliminating any one of the nec-
essary causal factors present. For a specific
disease, therefore, population attributable
fractions computed separately for different
risk factors are not constrained to sum to 1.0
or less. This issue has sometimes led to inap-
propriate analyses. At least two papers have
attempted to attribute cancer risk to a variety
of life-style and environmental factors con-
sidered singly, and the authors forced the
population attributable fractions for the sin-
gle factors (including a catchall factor of
"unknown cause") to sum to 1.0.22,23

Interpretation and Communication

Perhaps the most important aspect of
population attributable fraction estimation
is correct interpretation and communica-
tion. Consider an extensively cited paper
devoted to population attributable fraction
estimation for "established" breast cancer
risk factors.'9 Seidman et al. estimated pop-
ulation attributable fractions of 0.21 in the
30 to 54-year age group and 0.29 in the 55
to 84-year age group for 10 breast cancer
risk factors. Misinterpretations of the popu-
lation attributable fractions presented in this
paper have been common, both in the scien-
tific and lay literatures.

The most frequent error involves
equating the population attributable frac-
tion with the proportion of cases having
any risk factors: "Although various risk
factors have been identified as causes of
breast cancer, the fact remains that in 75%
of all breast cancer no identifiable risk fac-
tor can be found."24 This error was made in
an article advising clinicians on patient
education: "Only 21 per cent of the cancers
occurring in women from 30 to 54 years
of age and 29 per cent in the women over
50 could be attributed to one or more risk
factors, meaning that the majority of can-
cers occur in women with no risk fac-
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TABLE 1-Commonly Seen Formulas for Attributable Fraction Estimation

1. ,Ipt IPO
IPt

Empirical approximation of P (D) - CP (PC, ) P (C)
P (D)

IPt = cumulative proportion of total population developing disease over
specified interval; IPO = cumulative proportion of unexposed persons who
develop disease over interval. Valid only when no confounding of
exposure(s) of interest exists. If disease is rare over time interval, ratio of
average incidence rates lOlI approximates ratio of cumulative incidence
proportions, and thus formula can be written as (It- 1))1 Both formulations
found in many widely used epidemiology textbooks.

2. Pe(RR-1)
Pe (RR -1) + 1

Transformation of formula 1. Not valid when there is confounding of
exposure-disease association. pe = proportion of source population
exposed to the factor of interest. RR may be ratio of two cumulative
incidence proportions (risk ratio), two (average) incidence rates (rate
ratio), or an approximation of one of these ratios. Found in many widely
used epidemiology texts, but often with no warning about invalidness
when confounding exists.

k

3. =z (Pi) (RRi- 1)
k

1 + I(pi)(RR - 1)
i=O

I1- k 1
, pi (RR)

4. pd R

5.

Extension of formula 2 for use with multicategory exposures. Not valid
when confounding exists. Subscript i refers to the ith exposure level. pi=
proportion of source population in ith exposure level, RRj= relative risk
comparing ith exposure level with unexposed group (i = 0). Derived by
Walter12; given in Kleinbaum et al.29 but not in other widely used
epidemiology texts.

Alternative expression. Produces internally valid estimate when
confounding exists and when, as a result, adjusted relative risks must be
used.9 pd = proportion of cases exposed to risk factor. In Kleinbaum et
al.29 and Schlesselman.30

k

pd.(=O 1)=1_ pdi
i=° RRi i=O R}2i

Extension of formula 4 for use with multicategory exposures. Produces
internally valid estimate when confounding exists and when, as a result,
adjusted relative risks must be used. pd.= proportion of cases falling into
ith exposure level; RR,= relative risk comparing ith exposure level with
unexposed group (i = 0). See Bruzzi et al. and Miettinen9 for discussion
and derivations; in Kleinbaum et al.29 and Schiesselman.30

tors.v"25(p608) Such statements reflect misun-
derstanding about the meaning of the popu-
lation attributable fraction. The proportion
of patients exposed to the considered risk
factor(s) is different from the population
attributable fraction. In the Seidman et al.
study, the proportions of breast cancer
patients who had at least one of the consid-
ered factors were 0.76 in the 30 to 54-year
age stratum and 0.82 in the 55 to 84-year
age stratum.

Seidman et al. may have contributed to
misinterpretations with the wording of their
conclusion: "Given our current understand-
ing of breast cancer risk factors, we are
unable to identify.. .the 'causes' of more
than about one-quarter of all cases."'9 An
average population attributable fraction

estimate of 0.25 across the two age strata
means that 25% of the population risk of
breast cancer would be eliminated if all 10
risk factors were to be eliminated from the
population or, equivalently, that 25% of
cases would be prevented following the risk
factor eliminations. As just discussed, it
does not mean that 25% of women who
develop breast cancer will have one or
more of the 10 risk factors; nor does it
mean that epidemiologists can identify the
cause(s) of breast cancer for a quarter of
individuals with the disease. The population
attributable fraction does not address proba-
bility of causation for a specific case of dis-
ease, nor does its estimation enable epi-
demiologists to discriminate between those
cases caused by, and those not caused by,

the risk factors under consideration.
A more recent report on population

attributable fractions and breast cancer risk
factors has similarly been misinterpreted.
Bruzzi et al.5 considered four established
factors and estimated a population attribut-
able fraction of 0.55. Referring to this esti-
mate, a recent article included the following
misstatement: "Another report estimates
that 55 percent of breast cancers have one
or more risk factors."26.j5) In fact, as a
result of the broad risk factor definitions
used, 99% of the breast cancer cases in the
Bruzzi et al. analysis involved one or more
risk factors!

From a public health perspective, esti-
mation ofthe population attributable fraction
is of most use when the factor of interest is
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clearly causally related to the end point and
when there is consensus that the exposure is
amenable to intervention. However, many
researchers use risk factors that are surro-
gates for susceptibility attributes that may be
unmodifiable (e.g., ethnicity, family history
of cancer), as well as factors that are preclin-
ical markers of disease (e.g., history of
benign breast biopsy). Some factors
included in population attributable fraction
estimations are surrogates for more proxi-
mate exposures (e.g., poverty, educational
level, marital status). Obviously, breast can-
cer risk will not be reduced by denying
women a college education or a breast
biopsy or by ensuring that all women marry,
assuming that more causally proximate
exposures and behaviors remain the same;
however, these points are rarely discussed
by investigators. The practical and logical
limitations of including unmodifiable attrib-
utes, potential disease markers, and surro-
gate factors in population attributable frac-
tion estimation are not always recognized.

Another issue related to interpretation
of a population attributable fraction con-
cerns specification of the exposed group.
When modifiable risk factors are being con-
sidered in order to prioritize public health
intervention strategies, the exposure cut
point should be chosen so that the "unex-
posed" level is realistically attainable by
those in the exposed category. Otherwise,
the population attributable fraction may
have theoretic value but will be of little
practical public health value. Related to this
point is Rose's observation that, for many
chronic diseases, susceptibility for any dis-
ease is rarely confined to a high-risk minor-
ity within the population.27 More typically,
the majority of cases arise from the mass of
the population with risk factor values
around the population average. For many
chronic diseases, population attributable
fractions can be made high only by defining
risk factors in such a way that almost the
entire population is labeled "exposed" or
"at elevated risk." The unrealistic implica-
tion of such broad exposure definitions is
that virtually everyone in the population
will need to be "shifted" to the lowest expo-
sure category. This was the implication for
the estimate presented by Bruzzi et al.5 It is
also the case with the most recent estimate
(0.41) of the summary population attribut-
able fraction for three breast cancer risk
factors28; the authors estimate that 90% of
US women have one or more of these
established risk factors for breast cancer,
and thus this large proportion of the popula-
tion will need to be shifted on one or more
of the factors if the estimated reduction in
breast cancer burden is to be achieved.

A final philosophical point concerns
the common practice of equating the popu-
lation attributable fraction with the propor-
tion of disease cases that are "explained" by
the risk factors. For instance, after comput-
ing their population attributable fraction of
0.41, Madigan et al. stated that their esti-
mates "suggest that a substantial proportion
of breast cancer cases in the United States
are explained by well-established risk fac-
tors."28 This use of the word "explain" is
somewhat misleading, since many readers
probably equate "explain" with "cause."
According to the Madigan et al. data, nearly
the entire population of women in the
United States has at least one of the consid-
ered risk factors. Since the vast majority of
such "exposed" women will not develop
breast cancer, stating that such factors
explain a large proportion of breast cancer
risk seems euphemistic. As an extreme
example, ifan age ofgreater than 15 years is
considered a risk factor in a population
attributable fraction estimation, virtually all
cases ofbreast cancer can be "explained," in
the technical sense of explaining variation in
rates between the exposed (those more than
15 years of age) and the unexposed (those
15 years of age or younger); however, to
imply that being more than 15 years of age
"causes" breast cancer is of no value.
Authors who present population attributable
fractions should communicate clearly what
they mean when they use phrases such as
"explained by" and "attributable to,"
because there is potential for confusion on
the part ofboth scientific and lay readers.

Conclusion

Many public health researchers are
interested in evaluating the potential popu-
lation impacts of identified risk factors. For
some of these evaluations, estimation of the
population attributable fraction is appropri-
ate and valuable. The assumptions underly-
ing valid population attributable fraction
estimation include the following: a causal
relationship between the risk factors and
disease; the immediate attainment, among
those formerly exposed, of the unexposed
disease risk following elimination of the
exposures; and independence of the consid-
ered risk factors from other factors that
influence disease risk so that it is possible to
conceive of changing the population distri-
butions of the considered factors only. Such
assumptions are often not justified. Those
who present population attributable frac-
tions have a duty to ensure that estimates
are correctly computed and that their lim-
ited meaning is correctly communicated,

given the interest among researchers, clini-
cians, and the public in quantitative figures
that attempt to summarize the state of etio-
logic knowledge about a disease. El
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